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1
Discussion
1.1
Overview

TR 23.724 clause 8.1 lists the following solutions as candidates for normative work for infrequent small data: 1, 2, 3, 4, 6, 40. The following section summarizes the key characteristics of each of those solutions followed by section 3, which proposes a way forward for infrequent small data support taking those characteristics into account.
1.2
Solution overview

-
Solution 1 supports small data transfer inside a PDU session in NAS-SM via AMF/SMF to UPF. To also support the NIDD API (i.e. to address the architectural requirements to "support API(s) for infrequent small data transmission and capability exposure to AF"), solution 1 relies on solution 30, which extends solution 1 by supporting non-IP data in a PDU session via AMF/SMF/NEF and the NIDD API to AFs. Solution 1 supports early data and reuses EPC interworking as defined in Rel-15, i.e. relies on mapping PDU sessions to PDN connections. Solution 1 follows the same concept as EPS CP optimization. This enables low complexity IoT devices that support both EPC and 5GC connectivity to send small data over NAS (i.e. without having to support a user-plane stack, AS security, etc.) regardless of the core network those devices are connected to.

-
Solution 2 is similar to solution 1 in that small data is transferred inside a PDU session by means of NAS-SM. In addition solution 2 introduces a user-plane tunnel (Nx interface) between AMF and UPF to bypass SMF for small data transfer to the UPF. This results in significant AMF impact to support a user-plane interface (Nx interface) on the AMF and related changes to the SMF to support Nx tunnel establishment. When the UE moves from CM-IDLE to CM-CONNECTED the Nx interface first needs to be established before small data can be forwarded between AMF to UPF. As a result DL data in response to UL data sent by the UE will be delayed compared to solution 1 due to the tunnel setup signaling. This implies that the UE is kept longer in CM-CONNECTED state, which in turn leads to higher UE power consumption compared to solution 1. The benefit of the Nx interface is also limited since solution 2 proposes to support the NIDD API by transferring non-IP data between UE and NEF via the SMF. As a consequence, the SMF needs to support small data transfer, i.e. is impacted anyhow.

-
In contrast to solution 1 and 2, solution 3 is not a generic solution as it only supports small data transfer of non-IP data. The solution does not establish a PDU session but establishes a Non Session Data Delivery (NSDD) context in the SMF instead. Interworking with EPC is not supported as per the solution description (the solution targets UEs that only support 5GC-NAS). The solution proposes to buffer DL data in the AMF, which implies that buffered DL data would be dropped if a UE moved to EPS while not being reachable.

-
Solution 4 is not a generic solution either as it only supports small data transfer of non-IP data. Solution 4 conveys non-IP small data using RDS and without establishing a PDU session via AMF and NEF to AF. The main drawback of solution 4 is lack of EPC interworking (as per the current solution description). To support EPC interworking the following challenges need to be addressed: how to map the NIDD service without a PDU session in 5GC to an NIDD PDN connection in EPC, how to support rate control in 5GC and how to map rate control parameters to EPC (given that rate control in EPC is designed around the notion of PDN connections). As a consequence a new non-IP data specific rate control mechanism would need to be introduced in 5GC.

-
Solution 6 proposes to send IP and non-IP small data in a DATA PDU in RRC via SRB to the RAN, which in turn forwards the small data to a UPF. As per the solution description, a single UPF appears to be assumed (as the UE does not include any UPF ID or similar information together with the UL data). As a consequence there is no support for different UPFs for different DNNs, slices or even load-balancing reasons. While this may be addressable, the solution has three other key drawbacks: (1) In contrast to the other infrequent small data solutions, solution 6 requires the UE to support an additional security assocation per PDU session, (2) the solution does not support Early data and (3) the solution has significant RAN impact (handling of new DATA PDU in RRC; determining the target UPF and new forwarding mechanism for small data to/from target UPF) compared to all other solutions which are transparent to the RAN. The latter is important to ensure simple migration to 5GC. If the solution was modified to support different UPFs per RAN node (see above), then solution 4 will have the additional drawback of overhead for every UL packet (and hence higher UE power consumption) for the additional information needed to identify the target UPF.
-
Solution 40 proposes to establish a PDU session for sending UL data, which gets released again immediately after UL data is sent (and related DL data has been received). As a consequence there is no support for DL-initiated small data, i.e. the solution is not generic. The main drawback of the solution is the unnecessary signaling overhead due to establishing (and tearing down) a PDU session for every MO data transfer. This also leads to higher UE power consumption compared to other solutions since the UE needs to stay longer in CM-CONNECTED state while waiting for PDU session establishment, which delays forwarding of UL data from AMF and potential DL data delivery to the UE (e.g. an ACK for UL data). The solution also requires a network address translation (NAT) function in the UPF since the UE uses a locally generated IP address, which needs to be translated to a routable IP address.
1.3
Conclusion

Generally the number of small data solutions that need to be supported by UE and NW should be limited to reduce UE complexity and to minimize integration and testing effort. This calls for solutions that are generic, i.e. that can support IP and non-IP data for both MO and MT scenarios. Only solutions 1, 2, 6 fall into this category.

When comparing solution 1 and 6 it becomes clear that solution 6 has larger UE impact (due to the need to support an additional security assocation per PDU session), does not support Early data and has significant RAN impact (RAN impact includes handling of new DATA PDU in RRC; determining the target UPF and new forwarding mechanism for small data to/from target UPF). Solution 1 instead has limited UE impact, specifically for UEs that need to support CP optimization for EPC anyhow (e.g. NB-IoT-capable devices), supports Early data and does not have any RAN impact. Due to its similarity with EPS CP optimization, solution 1 enables low complexity IoT devices that support both EPC and 5GC connectivity to use the same approach for sending small data without having to support a user-plane stack, AS security, etc. regardless of the core network those devices are connected to.
Solution 2 is essentially an enhancement of solution 1 as it proposes the additional Nx tunnel between AMF and UPF. As illustrated in the previous section, the value of this enhancement is not obvious as the solution also enhances the SMF to support small data transfer to the NEF for the NIDD API. Given this, it appears more reasonable to use the small data path via SMF also for data transfer to UPF (as proposed in solution 1) instead of significantly impacting the AMF to support a user-plane interface to the UPF.

Conclusion 1: Given the drawbacks of solution 6 and the lack of additional benefits offered by solution 2, solution 1 is selected amongst solutions 1, 2 and 6. In addition and in line with EPS, it is proposed to mandate support of solution 1 for NB-IoT for both UE and network.
Given this conclusion, it is worth discussing whether any of the solutions 3, 4 or 40 are needed on top of solution 1.

Solution 3 only supports non-IP data, avoids establishing a PDU session but still establishes state (Non Session Data Delivery (NSDD) context) in the SMF. The benefit of not establishing a PDU session is not obvious (note that using a PDU session would simplify interworking with EPC, enforcement of rate control and generally UE support) in light of the fact that state is anyhow established at the SMF. In conclusion solution 3 does not provide any additional value on top of solution 1.
Solution 4 is a noteworthy solution as it offers a lightweight mechanism to support non-IP data via NIDD API in 5GC. If a similar approach had been chosen in EPS (i.e. support of non-IP data without a PDN connection), solution 4 would be a promising candidate. However, given that EPC relies on PDN connections to support non-IP data , support of EPC interworking for solution 4 (mapping NIDD service without a PDU session in 5GC to an NIDD PDN connection in EPC, how to support rate control in 5GC and how to map rate control parameters to EPC during EPC mobility) would introduce significant system impact. Given that IoT devices that support both EPC and 5GC will need to continue supporting NIDD within a PDN connection, an efficient EPC interworking solution for non-IP data via NIDD API is important. Therefore the benefit of solution 4, which is effectively an NIDD solution targetting 5GC only is not obvious.

Solution 40 is essentially an enhancement of solution 1 as it (a) suggests to tear down a small data PDU session once the small data transfer has been transferred and (b) avoids IP address assignment signaling to the UE (for this temporary PDU session) by having the UE use a locall generate IP address and having the UPF perform network address translation to a routable IP address. In other words solution 40 trades memory needed to store PDU session contexts in the network for a significant amount of additional PDU session setup/tear-down signaling at every small data transaction. Given that this also comes at the additional price of support MO-initiated small data only, the benefit of this enhancement is not obvious.
Conclusion 2: Solutions 3 and 40 do not provide any additional value on top of solution 1; solution 4 offers a lightweight mechanism to support non-IP data in 5GC but is disadvantegous due to the lack of (efficient) EPC interworking. Therefore there is not obvious need to select solutions 3, 4 or 40 on top of solution 1 for the normative phase.

2
Proposal

*** Start of changes ***

7.1
Key Issue 1: Support for infrequent small data transmission
The following solutions are addressing key issue 1:

-
Solution 1 supports small data transfer inside a PDU session in NAS-SM via AMF/SMF to UPF. To also support the NIDD API (i.e. to address the architectural requirements to "support API(s) for infrequent small data transmission and capability exposure to AF"), solution 1 relies on solution 30, which extends solution 1 by supporting non-IP data in a PDU session via AMF/SMF/NEF and the NIDD API to AFs. Solution 1 supports early data and reuses EPC interworking as defined in Rel-15, i.e. relies on mapping PDU sessions to PDN connections. Solution 1 follows the same concept as EPS CP optimization. This enables low complexity IoT devices that support both EPC and 5GC connectivity to send small data over NAS (i.e. without having to support a user-plane stack, AS security, etc.) regardless of the core network those devices are connected to.

-
Solution 2 is similar to solution 1 in that small data is transferred inside a PDU session by means of NAS-SM. In addition solution 2 introduces a user-plane tunnel (Nx interface) between AMF and UPF to bypass SMF for small data transfer to the UPF. This results in significant AMF impact to support a user-plane interface (Nx interface) on the AMF and related changes to the SMF to support Nx tunnel establishment. When the UE moves from CM-IDLE to CM-CONNECTED the Nx interface first needs to be established before small data can be forwarded between AMF to UPF. As a result DL data in response to UL data sent by the UE will be delayed compared to solution 1 due to the tunnel setup signaling. This implies that the UE is kept longer in CM-CONNECTED state, which in turn leads to higher UE power consumption compared to solution 1. The benefit of the Nx interface is also limited since solution 2 proposes to support the NIDD API by transferring non-IP data between UE and NEF via the SMF. As a consequence, the SMF needs to support small data transfer, i.e. is impacted anyhow.
-
In contrast to solution 1 and 2, solution 3 is not a generic solution as it only supports small data transfer of non-IP data. The solution does not establish a PDU session but establishes a Non Session Data Delivery (NSDD) context in the SMF instead. The benefit of not establishing a PDU session is however not obvious since NSDD context is anyhow established at the SMF. Interworking with EPC is not supported as per the solution description (the solution targets UEs that only support 5GC-NAS). The solution proposes to buffer DL data in the AMF, which implies that buffered DL data would be dropped if a UE moved to EPS while not being reachable.
-
Solution 4 is not a generic solution either as it only supports small data transfer of non-IP data. Solution 4 conveys non-IP small data using RDS and without establishing a PDU session via AMF and NEF to AF. The main drawback of solution 4 is lack of EPC interworking (as per the current solution description). To support EPC interworking the following challenges need to be addressed: how to map the NIDD service without a PDU session in 5GC to an NIDD PDN connection in EPC, how to support rate control in 5GC and how to map rate control parameters to EPC (given that rate control in EPC is designed around the notion of PDN connections). As a consequence a new non-IP data specific rate control mechanism would need to be introduced in 5GC.
-
Solution 6 proposes to send IP and non-IP small data in a DATA PDU in RRC via SRB to the RAN, which in turn forwards the small data to a UPF. As per the solution description, a single UPF appears to be assumed (as the UE does not include any UPF ID or similar information together with the UL data). As a consequence there is no support for different UPFs for different DNNs, slices or even load-balancing reasons. While this may be addressable, the solution has three other key drawbacks: (1) In contrast to the other infrequent small data solutions, solution 6 requires the UE to support an additional security assocation per PDU session, (2) the solution does not support Early data and (3) the solution has significant RAN impact (handling of new DATA PDU in RRC; determining the target UPF and new forwarding mechanism for small data to/from target UPF) compared to all other solutions which are transparent to the RAN. The latter is important to ensure simple migration to 5GC. If the solution was modified to support different UPFs per RAN node (see above), then solution 4 will have the additional drawback of overhead for every UL packet (and hence higher UE power consumption) for the additional information needed to identify the target UPF.
 -
Solution 40 proposes to establish a PDU session for sending UL data, which gets released again immediately after UL data is sent (and related DL data has been received). As a consequence there is no support for DL-initiated small data, i.e. the solution is not generic. The main drawback of the solution is the unnecessary signaling overhead due to establishing (and tearing down) a PDU session for every MO data transfer. This also leads to higher UE power consumption compared to other solutions since the UE needs to stay longer in CM-CONNECTED state while waiting for PDU session establishment, which delays forwarding of UL data from AMF and potential DL data delivery to the UE (e.g. an ACK for UL data). The solution also requires a network address translation (NAT) function in the UPF since the UE uses a locally generated IP address, which needs to be translated to a routable IP address.
*** Next change ***

8.1
Key Issue 1: Support for infrequent small data transmission
Solution 1 and solution 30 are recommended for normative work to support infrequent small data transmission via N6 and NIDD API. Support of solution 1 is recommended to be mandatory for NB-IoT for both UE and network.

*** End of changes ***
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